
Introduction
• In this paper, it is found out that 

multilingual knowledge distillation 

could implicitly achieve cross-lingual 

word embedding alignment, which is 

critically important for reference-free 

machine translation evaluation 

(where source texts are directly 

compared with system translations).

• With the framework of BERTScore, 

we propose a metric BERTScore-MKD 

for reference-free machine 

translation evaluation.

Methods
1. Multilingual Knowledge Distillation

2. BERTScore-MKD

Results
• Segment-level results

• System-level results

Discussion
• Effects of Embedding Layers

Incorporating Multilingual Knowledge Distillation 
into Machine Translation Evaluation

Min Zhang, Hao Yang, Shimin Tao, Yanqing Zhao, Xiaosong Qiao, 
Yinlu Li, Chang Su, Minghan Wang, Jiaxin Guo, Yilun Liu, Ying Qin

2022全国知识图谱与语义计算大会
China Conference on Knowledge Graph and Semantic Computing 

秦皇岛 8.24-8.27

Supplementary

• As Reference-based Metric

华为翻译中心
zhangmin186@huawei.com


