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Methods

Fig. 1. The overall structure of the methods (DSTSC 

model) of the paper.

Table 1. Main results (%) of CDR. 

Table 2. Ablation Study of The DSTSC Model on 

CDR.

• Studies have shown that the Transformer arc-

hitecture models long-distance dependencies

without regard to the syntax-level dependen-

cies between tokens in the sequence, which

hinders its ability to model long-range depen-

dencies.

• The global information among relational triples 

and local information around entities is critical. 

• Dependency Syntax Transformer Model

Layer.

Dependency syntax information is introduced

into the Transformer to enhance the attention

between tokens with dependency syntax in a

sentence, and further improve the Transformer’s

ability to model dependencies in long sentences.

• Supervised Contrastive Losses with

Knowledge Layer.

Supervised contrastive learning with doma-

in knowledge captures global information

among relational triples.

• Gauss Enhancement Layer.

Gaussian probability distributions are also

designed to capture local information

around entities.

Fig. 2. Relational weights between entities 

in the baseline model and DSTSC model.

Discussion

In Part4 of Fig. 2, the closer the color in

each grid is to red, the greater the weight of

the relation between the two entities judged

by the model and vice versa. Obviously, the

color difference obtained by the DSTSC

model is quite distinct, while the color

obtained by SciBERT model is not distinct.

This demonstrates that SciBERT is prone to
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In this work, we propose the DSTSC

model for document-level relation extra-

ction. Dependency syntax Transformer

model enhances the Transformer’s abil-

ity to model dependencies in long-range

texts. Entities are also provided with

comprehensive information. Experimen-

ts on two biomedical datasets, CDR and

GDA, demonstrate that the DSTSC

model outperforms existing models in

document-level relation extraction.

misjudgment. Our results show that the

paper’s approach promotes the progress

of document-level relation extraction.
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