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To extract domain-specific terms, lots of existing studies have explored different 
methods. Some of them leverage the experience of experts and semantic rule 
based methods to design hand-crafted features and extract terms from domain-
specific corpus, which requires sufficient labeled data, and large annotation costs. 
With the great success of deep learning models, some studies attempt to propose 
a term extraction model using the combination of Bi- directional Long Short-Term 
Memory (BiLSTM) and Conditional Random Field (CRF). 

Although the previous studies have achieved good results, it still has the 
following problems, especially in the electric power field. 

Problem1: the existing studies are usually used for method testing, and seldom 
generating large-scale domain-specific datasets; 

Problem2: in the evaluation phase, it is hard for technologists to judge the 
correctness of the extracted terms since they are not familiar with domain-specific 
knowledge.

As a result, a high-quality dataset of electric power terms is still blank, which 
restricts the construction of professional knowledge graphs and their applications. 
To address this issue, we introduce ELETerm, a new Chinese term dataset, in which 
terms are extracted from business documents and professional documents. 

Motivation
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We first extract words from text corpus. We employ a classic statistical feature 
based word extraction method to generate words from text corpus due to its 
good generalization ability in Chinese word extraction. In this stage, we can 
extract 32,758 candidate words.

Framework

Stage One: Word Extraction

Stage Two: Candidate Term Selection

Experiments

1) Keyword selection: we adopt a voting method to select keywords from the 
extracted candidate words. We first use three methods, including RAKE, 
TextRank, YAKE, to extract keywords from the candidate words. We obtain 
approximately 6,100 keywords after this step.

2) Term selection: we invite electric power experts from State Grid Corporation 
of China to filter out the keywords (e.g., “人工智能控制 (artificial 
intelligence control)”) which are irrelevant to the electric power field. Here, 
we obtain 4,328 accurate terms.

Stage Three: Term Expansion

1) Data annotation: we use the extracted terms to annotate the text corpus in 
the IOB2 format. We first segment the corpus into sentences, and remove 
the stop words. Then, we take the extracted terms as seeds to annotate the 
processed sentences. Specially, for each character in a given sentence, if it is 
the begin of a term, then it will be annotated ”B”; if it is the intermediate of a 
term, then it will be annotated ”I”;else it will be be annotated ”O”.

2) term recognition: we first use the annotated sentences to train a BiLSTM-CRF 
model which uses the Conditional Random Field (CRF) to output the optimal label 
sequences in the IOB2 format. Then, we send the unlabeled sentences as the 
input to the model, it will output the labels of sentences. We will get the term by 
selecting the characters which are corresponded to label ”B” and ”I”. After manual 
verification by experts, we obtain 5,484 terms to expand the dataset.

Stage Four: Dataset Generation

We use the terms obtained from stage two and stage three to build ELETerm, 
and this term dataset contains 10,043 terms in total.

https://github.com/wuyike2000/ELETerm

Conclusion

In this paper, we introduce ELETerm, a Chinese domain-specific term dataset in 
the field of electric power. Based on high-quality resources, we carefully design 
a extraction approach to obtain a high-quality dataset. The statistics and analysis 
show the great prospect for ELETerm to further build electric power knowledge 
construction. The introduction of this dataset can help fill in the blank of the 
Chinese electric term dataset. As for the future work, we plan to continually 
expand this dataset and build large-scale electric power knowledge graph.


