
Fig. 2. Overview of table QA methods

3.2 Semantic-Parsing-Based Methods
In table QA tasks, the semantic-parsing-based methods first 
transform the question into a logical form (e.g., SQL), and 
then execute the logical form on tables to retrieve the final 
answer. 

3.3 Generative Methods
The main difference between generative methods and 
Seq2Seq semantic-parsing-based methods is that the former 
does not generate the logical form, but instead generates the 
answer directly.
3.4 Extractive Methods
Rather than generating the answer through a decoder, 
extractive methods directly select or extract the token spans 
from the linearized table as candidate answers or evidences.
3.5 Retriever-Reader-Based Methods
It is usually adopted for open-domain table QA, which 
provides answers by retrieval and reading. The retrieval 
model is in charge of retrieving the related documents 
containing tables from a large corpus, and the reader is used 
to produce the answers from the retrieved table documents.

1. Introduction
Given the user’s question, table QA aims to provide precise answers 
through table understanding and reasoning. For example, Figure 1 
illustrates the question answering over the tables from airline 
industry.

2. Overview of Dataset
As shown in Table 1, most of the datasets are closed-domain, and 
their question type is factoid.

3. Existing Methods for Table QA
We classify existing methods for table QA into five categories 
according to their techniques, which include semanticparsing-based, 
generative, extractive, matching-based, and retriever-reader-based 
methods.
3.1 Matching-Based Methods
Matching-based models usually process the question and each 
fragment of the table (e.g., row, cell) individually, and predict the 
matching score between them.
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4. Complement Part
4.1 preliminaries
The Composition of Tables: 
We refer two additional elem-
ents called pre-annotation and 
post-annotation as supplement 
parts of a table. Specifically, 
pre/post-annotation refers to 
the related sentences that ap-
pear before or after a table.
Semantic Parsing: Semantic 
parsing refers to transforming 
the natural language utterance 
into a logical form that can be 
executed by machines. One of 
classical semantic parsing 
t a s k s  i s  t e x t 2 s q l ,  w h i c h 
converts the natural language 
ut terances into structured 
query language (SQL). 
KBQA, text-based QA and 
table  QA: KBQA is  con-
ducted over knowledge base, 
which is regarded as a kind of 
structured knowledge, text-
based QA is conducted over 
unstructured text, and table 
QA is conducted over non-
database tables which are 
regarded as semi-structured 
knowledge, as well as over 
database tables which are rela-
tively structured.
4.1 Future Directions
Numerical Representation 
for Table  QA: Dedicated 
num-erical  representat ion 
might be a key factor for non-
database ta-ble QA.it is an 
in t e res t ing  cha l - l enge  to 
incorporate better numerical 
representations into table QA 
models.
Complex Reasoning in Non-
database Table QA: Most 
exist ing methods for non-
d a t a b a s e  t a b l e  Q A o n l y 
support simple reasoning. For 
example, TAGOP [51] only 
support one-step operation, 
FinQANet [7] supports nested 
operations but limited to four 
basic  ar i thmet ics .  Hence, 
future works include how to 
design a more general logical 
f o r m  t h a t  c o u l d  s u p p o r t 
complex reasoning on most 
non-database table QA tasks.
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